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Why is there uncertainty?

• There is bias

• There is random error

• There is both• There is both

• We are not in paradise yet



A key aim of EBM is to evaluate and 
if possible minimize the impact of bias
• Bias is any non-random deviation from the 

truth
• Conscious, subconscious, or unconscious• Conscious, subconscious, or unconscious
• One may create theory (or theories) about 

bias or may study its consequences
• The former seem more robust, but it is the 

latter that we measure, witness, and 
eventually suffer  



Tackling bias in systematic review 
of the evidence

• Systematic review of the evidence is the 
prime opportunity to detect and discuss 
biases in the constituent studies that form biases in the constituent studies that form 
the evidence

• It is also a primary opportunity for 
addressing the potential bias that affects the 
specific scientific field at large 



Field-wide issues in evidence 
synthesis

• Selection biases

• Early vs. late evidence

• Large vs. small studies• Large vs. small studies

• Different study design effects

• “Quality” effects

• Heterogeneity and subgroups

• Overall validity of the field research findings



Selection biases

• Publication bias

• Time lag bias

• Selective outcome reporting bias• Selective outcome reporting bias
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Time lag: bad news take longer to 
appear
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… even though they are obtained as fast..
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…but publication is delayed
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Prognostic factor meta-analysis:
Readily available, available, hidden, and 

very well hidden data

Kyzas, Loizou, Ioannidis. JNCI 2005



Early vs. late evidence

• Evidence evolves over time, it is never 
constant

• Evolution may change effect sizes• Evolution may change effect sizes

• Opposing effects may occasionally succeed 
each other in rapid sequence
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Discrepancies over time occur even in 
randomized trials

Myocardial infarction interventions
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Diminishing effects are common in 
clinical medicine

• Across 100 meta-analyses of mental health 
related interventions, when it comes to 
pharmacotherapies, it was far more likely pharmacotherapies, it was far more likely 
for effect sizes to diminish rather than 
increase with the appearance of newer trials

Trikalinos et al. J Clin Epidemiol 2004



Large vs. small studies

• Theoretically they should not get different 
results

• Differences reflect both within study issues • Differences reflect both within study issues 
and field issues



Large vs. small studies in RCTs

• Empirical evidence shows that usually their results 
agree, but discrepancies may occur beyond change 
in 10-30% of the cases

• In these situations, large studies tend to give more • In these situations, large studies tend to give more 
conservative results, but this is not always the case 

• Discrepancies tend to be more frequent for 
secondary than for primary endpoints

Ioannidis, Cappelleri and Lau, JAMA 1998



An example of small, over-
optimistic studies: microarrays

Ntzani and Ioannidis Lancet 2003



“Quality” of studies

• Early empirical evaluations suggested that effect sizes may 
depend on aggregate quality scores; this has been 
dismissed, since there are so many quality scores, that 
inferences are widely different

• Other empirical evaluations suggested that specific quality • Other empirical evaluations suggested that specific quality 
items such as lack of blinding and lack of allocation 
concealment in RCTs may inflate treatment effects (e.g. 
Shultz et al. JAMA 1995)

• Now it seems more likely that such quality deficits may be 
associated either with inflated or with deflated treatment 
effects (e.g. Balk et al. JAMA 2002)



The two kinds of bad quality

• Quality is bad on (evil) purpose = the effect 
sizes are almost always inflated

• Quality is bad because of stupidity = the • Quality is bad because of stupidity = the 
effect sizes may be anything; usually, but 
not always, they are deflated
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Heterogeneity and subgroups

• Heterogeneity is very interesting: it may 
hint to both genuine diversity and bias

• Too much heterogeneity is suspect• Too much heterogeneity is suspect

• Too little heterogeneity may also be suspect

• Some heterogeneity is almost ubiquitous

• Over-interpretation through postulated 
subgroup differences can be dangerous 



What can I believe after all?
Overall credibility…

• Depends on the pre-evidence odds

• Depends on the evidence

• Depends on bias• Depends on bias

• Depends on the field

• All of these may depend on each other





Contradiction in highly-cited clinical 
research on interventions

• Analyzed 115 articles published in 1990-2003 in the 3 
major general medical journals (NEJM, JAMA, Lancet) 
and the top specialty journals that had received over 1000 
citations each by august 2004

• Of those, 49 pertained to original assessments of • Of those, 49 pertained to original assessments of 
interventions for therapy or prevention and 45 claimed 
effectiveness.

• Five of the 6 efficacy findings based on non-randomized 
trials were already contradicted or found to be exaggerated 
by 2004

• Even among highly-cited randomized trials, efficacy 
findings were already contradicted or found to be 
exaggerated in 9 of 39 interventions

Ioannidis JP. JAMA 2005; July 13



Highly-cited contradicted findings

• Vitamin E and cardiovascular mortality (two large 
prospective cohorts and one trial of 2,002 subjects 
claimed large decreases in mortality)

• Hormone replacement therapy and coronary artery • Hormone replacement therapy and coronary artery 
disease (major benefits claimed by the Nurses’ 
Health Study and the PEPI trial [on surrogates])

• HA-1A antibody to endotoxin initially found to 
halve mortality in patients with sepsis

• Nitric oxide found initially to markedly improve 
outcomes in respiratory distress syndrome



Science at various pre-study odds of true findings
Ioannidis. Why most published research findings are false? PLoS Medicine (in press)

Positive predictive value (PPV) of research findings for various combinations of power (1-β), 

ratio of true to no relationships (R) and bias (u) 

 

1-β R u Practical example       PPV 

0.80 1:1 0.10 Adequately powered RCT with little bias and 1:1 pre-study odds .85 

0.95 2:1 0.30 Confirmatory meta-analysis of good quality RCTs   .85 0.95 2:1 0.30 Confirmatory meta-analysis of good quality RCTs   .85 

0.80 1:3 0.40 Meta-analysis of small inconclusive studies    .41 

0.20 1:5 0.20 Underpowered, phase I/II well-performed RCT   .23 

0.20 1:5 0.80 Underpowered, phase I/II poorly performed RCT   .17 

0.80 1:10 0.30 Adequately powered, exploratory epidemiological study  .20 

0.20 1:10 0.30 Underpowered, exploratory epidemiological study   .12 

0.20 1:1000 0.80 Discovery-oriented exploratory research with massive testing .0010 

0.20 1:1000 0.20 As above, but w ith more limited bias (more standardized)                .0015 



Effect size = bias

• In several scientific disciplines, the effect sizes 
observed in different studies are, on average, 
accurate estimates of the extent of net bias 
operating in the field

• Thus, disciplines that find larger effect sizes (=are • Thus, disciplines that find larger effect sizes (=are 
scientifically considered more successful) are 
simply more biased than others that find smaller 
effect sizes

• In the same scientific discipline, the most 
successful and appreciated studies are simply the 
ones that suffer the worst net bias



Post-study odds of a true finding are small

• When effect sizes are small

• When studies are small

• When field are “hot” (many teams work on • When field are “hot” (many teams work on 
them)

• When there is strong interest in the results

• When databases are large

• When analyses are more flexible 
Ioannidis JP. PLoS Medicine 2005



Conclusions

• The whole gives more information than the parts

• EBM focuses both on the constituent studies and 
in the composite picture

• Bias and heterogeneity are almost ubiquitous

• EBM may offer the best opportunity to understand 
how heterogeneity and bias work and manifest 
themselves


